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We are Mesospheroids





Our Mesos story



   Our Mesos story

• Mesos is a distributed system to build and run 
distributed systems.	



• Mesos provides fine-grained resource sharing 
and isolation.	



• Mesos enables high-availability and fault-
tolerance for your cluster.



   Our Mesos story



Wait a second, I have seen this before



Cluster scheduling is the secret sauce of the biggest players



Response times and overhead are significantly different
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Bare metal VM Container

Inspired by Tomas Barton’s Mesos talk at InstallFest in Prague



Where will you be when you get paged?





The Mesos Approach



We wanted  people to  be able to program 
for the datacenter just like they program 

for their laptop
Benjamin Hindman, Apache  Mesos PMC Chair



Make life easier for the data center operator

Multi-tenancy	



Improved resource utilization	



Resource Isolation	



Fault-tolerance	



Easy scaling



This is your data center
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This is your data center with apps. Any questions?
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Not sharing wastes resource
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Resource sharing increases throughput and utilization
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Mesos Slave

Hadoop task-tracker Mesos Executor

Task #1 Task #2 ./ruby XYZ

Mesos Slave

Docker Executor Docker Executor

java -jar XYZ.jar ./xyz

Mesos Master Mesos Master Mesos Master

Hadoop 
scheduler

Marathon 
scheduler

Zookeeper
quorum
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Mesos provides fine-grained resource isolation

Compute Node

Mesos Slave Process

Hadoop task-tracker Mesos Executor

Task #1 Task #2 ruby XYZ

Container
(Cgroups)

Executor



Mesos provides fine-grained resource isolation

Compute Node

Mesos Slave Process

Hadoop task-tracker

Task #1 Task #2

Container
(Cgroups)

Task #3



Mesos provides componentized resource isolation

Mesos Slave Process

 Mesos Containerizer

CGroups CPU isolator

CGroups Memory isolator

Launcher

Container foo

Task baz

Containerizer API

Executor bar



Mesos provides pluggable resource isolation

 External Containerizer

External Containerizer API

Mesos Slave Process

 External Containerizer Program

Container foo

MySQL

Containerizer API

Ubuntu 13.10

Container bar

Ruby

Centos 6.4

github.com/mesosphere/deimos

http://github.com/mesosphere/deimos
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Everything fails all the time
Werner Vogels (Amazon CTO)



Mesos has no single point of failure

Tasks keep running!

Framework

Masters



Master node can fail-over

Tasks keep running!

Framework

Masters



Slave processes can fail-over

Tasks keep running!

Compute Node

Mesos Slave Process

Mesos Executor Mesos Executor



The Mesos ecosystem is growing



Chronos: Distributed cron with dependencies



Marathon: init.d for your data center



Build your own framework



Mesos-related Github projects
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Great, but who is  
using Mesos?







HubSpot deploys 300 times a day on a minimal 
number of server instances by using Apache 

Mesos.
Elias Torres, HubSpot VP of Engineering



Improved utilization

Scheduled tasks are not tied to a 
single server

Developers get immediate access to 
cluster resources

Hardware failures are more 
transparent





Ideally, [the idea is to] make it so a smaller 
number of engineers can have higher 

impact through automation on Mesos
 Mike Curtis, Airbnb VP Engineering



Mesos enables multi-tenant clusters

Small teams can move fast

AWS-based infrastructure 
beyond just Hadoop



Marathon

Mesos

Chronos

Batch/Streaming

Hadoop

Spark

Kafka

Query/Analysis

Cascading

Presto

Hive

Shark

Pig

Services

Rails

Redis

Cassandra

KairosDB

RDS

Hadoop A Hadoop B





240 million monthly active users 

500 million tweets per day 

Up to 150k tweets per second 

More than 100TB per day of compressed data



Mesos is the cornerstone of our elastic compute 
infrastructure -- it's how we build all our new services 
and is critical for Twitter's continued success at scale. 
It's one of the primary keys to our data center efficiency.

Chris Fry, SVP of Engineering at Twitter



Mesos allow services to scale

Engineers think about resources, not 
machines



Storage

MySQL

Tweet store

Flock

User Store

Cache

Memcached

Redis

Logic

Tweet Service

User Service

Timeline 
Service

SocialGraph 
Service

DM Service

Presentation

API

Web

Search

Feature X

Feature Y

Presentation

TFE
(netty)

Reverse Proxy

HTTP Thrift Thrift

Aurora

Mesos

Monorail



Fin



Come talk to us!

   http://mesos.apache.org 

   user@, dev@mesos.apache.org 

   https://github.com/apache/mesos/ 

!

Get Mesos packages:  http://mesosphere.io/downloads

mailto:dev@mesos.apache.org
https://github.com/apache/mesos/
http://mesosphere.io/downloads


http://mesosphere.io/learn

http://mesosphere.io/learn
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Mesos provides resource sharing with resource offers

Request based allocation 2-step allocation

Give me X Here's X Offer #1 Offer #2

Consumer

Producer

Decline offer Accept offer

Here's X


