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What is crosstalk? 
• Ways to heavily (~2x or more) impact performance of other VMs on 

the same host, w/o sharing execution cores and IO devices. 

• Use cases : 

• Industrial workload consolidation 

• NFV 

• Cloud hosting 

• Not malicious (DoS, Side channel attacks). 

 

 

 

 

 

  Consideration – resources shared by VMs 

 



Setup, what and how we measure 

Xeon E5 3rd generation,  

RHEL 7.1(3.10.0-229.el7.x86_64), qemu/kvm 1.5.3 

No HT, no power management (easier to measure) 

VMs on dedicated cores. 

TSC – native, virtualized 

 

Measurements – TSC and  

PMU readings in micro 

benchmarks, linux perf, 

Intel Vtune. 



Common Last Level Cache 

• Wbinvd - ~ 15% (<2x) 

• Split lock and uncachable lock 

• Capacity misses/priority inversion 

• Cache Allocation Technology 

• Conflict misses 



What is split lock, how to detect 
// Get a split lock pointer 

for( mylock = array; ((unsigned int)pointer % 64) != 62 ; pointer++ ); 

// infinite disturber loop 

while (1) { 

         // InterlockedIncrement(mylock); // We are not in Windows  

  asm ("lock;incl (%0) " : "=r" (mylock)); 

  // Make it twice and perf hit doubles. 

} 

How to detect: LOCK_CYCLES.SPLIT_LOCK_UC_LOCK_DURATION 
event on offender core, higher 
MACHINE_CLEARS.MEMORY_ORDERING – on other cores. 

Uncachable lock too… 

 



Crosstalk from a splitlock 

X – linked list size(log scale) 

Y – TSC cycles per element. Y(x) = P(xL1)*L1l+P(xL2)L2l+P(xL3)*L3l+P(xRAM)*RAM 
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Capacity misses 
Classical benchmark: STREAM on one core, whatever cyclical workload on 

another. 
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Intel® Xeon® Processor E5-2600v3 Feature 

Overview – CMT and CAT 

Cache Monitoring Technology (CMT) 
• Identify misbehaving or cache-starved 

applications and reschedule according to 

priority 

• Cache Occupancy reported on per Resource 

Monitoring ID  (RMID) basis 

Last Level Cache 

Core 0 Core 1 Core n 

….. App App 

Last Level Cache 

Core 0 Core 1 Core n 

….. App App 

Cache Allocation Technology (CAT) 
• Available on Communications SKUs only 

• Last Level Cache partitioning mechanism enabling 

the separation of applications, threads, VMs, etc. 

• Misbehaving threads can be isolated to increase 

determinism 

CAT presentation is at 14:00 on Tuesday 
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CAT and LLC coloring 

 



CAT and conflict cache misses 

X – Share of LLC 

Y – % of LLC miss 0.20000
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  Iterating over linked list [size == LLC part permitted] 

 

LLC misses% = mandatory + capacity + conflict(ways) 

Mandatory == 0, capacity = const %, coflict ~= f(1/ways) 
 



Sharing memory bandwidth 
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Events: LLC miss.Local_dram (and make sure .remote_dram is 0) 



PCIe 

Root complex is shared across cores in a socket. 

Possible to slow down other VM’s IO requests but 
can’t measure w/o precise expensive tools. 

Not relevant for most applications. 

SR-IOV is very useful but old news. 

PCIe Virtual channels (vc0, vc1) are supported in 
Xeon E5 v2+ but if you don’t count hundreds of 
nanosecond jitter – don’t bother! 



Measured using Intel® VTune™ 
Amplifier for Systems 

• Acts a s linux perf 

frontend and a visualizer 

• New support for KVM 

guest os performance 

tuning 
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Conclusion (sorted) 

• Run VMs on different cores or better sockets, mind 
the HT 

• Use CAT when available. Mind the conflict misses. 
Cache coloring when absolutely necessary. 

• Use COD on Xeon. 

• Check for split locks/uncachable locks. 
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