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Motivations

Most web visionaries think that good quality content comes from:
 really passionate fans, or
« from professional journalists, knowing the topic of their writing

well.

However, nowadays, the demand for content requires people not
as professional and not as passionate to write large amount of
text, for a variety of commercial purposes:

« from search engine optimization
* marketing
 self-promotion.

A wide variety of business areas require content creation in some
form, including web content,

Expectation of text quality are rather low and deteriorate further,
as content is becoming more and more commercial

So lets have a machine

generate low-quality content
for us




Objective

To build

* an efficient

* domain-independent

e creative

* Interactive

writing tool which produces:

a large volume of content where
 quality and

 effectiveness

are not essential



Plan

Goals of the project

Technology

— Content generation algorithm

— NLP: Learning parse trees

— Parse thickets

Applications

— Facebook agent

— Various cases of content generation
How to use it

— How to integrate into your application



Innovation

Use of web mining to collect pieces of
content

Machine learning of parse trees to filter
irrelevant pieces of content from the web
Paragraph-level syntactic structures to form
content from pieces

Document-level structure of sections is
formed by web mining for attributes of an
entity which is a subject of an assay being
written



Motivations: why open source

Today search engines are information
access gatekeepers

Search engines want their automated agent
to analyze / index content created by
humans

WE want to automatically build content good
enough so that automated agents of search
engines do not recognize it as written by
humans...

So that search engines would need humans
to analyze content created by our machines



Got content from Walmart?

* Today, original content is created by human writers
and therefore costly, slowly produced

* Finding a way to automate content creation so that
the result is satisfactory for human content
consumers and perceived as original by search
engine would advance user's web presence and
facilitate his professional reputation

Reformulate a text for the purpose of
making it original:

well known to search engines
produce uninteresting and semantically
non-cohesive




Reproduce the human writing

activity
A typical creative writing activity of an
average author is:
searching the web for a subject of writing
browsing the web for relevant information
finding candidate pieces
merging them to form a text
Inserting images/videos/sound recordings
final text polishing

We intend our writing
algorithm to do these exact
steps...

And possibly leave the last step
for an author



Technology



Difficulty = relevance

Eric P.. We will e-mail you a bill for the amount of your money transfer, and you pay using your
bank's online bill pay service.

Boris Galitsky: can YOU do this email?
Eric P.: Please clarify and restate your question.
Boris Galitsky: can you please send me email for bill pay information?

Eric P.: Once you have selected WU Pay as the "Pay With" option and clicked the SUBMIT button, the
RECEIPT screen will provide instructions on how to fund the Money Transfer.

Boris Galitsky: ok, | will try that My
Boris Galitsky: are you an automated agent? .
Eric P.: After choosing WU® Pay, you'll receive a bill by email. conversation
Eric P.: Is there anything else | can help you with today? Wlth WU

. . _ . .
Boris Galitsky: can you please answer my previous question age nt

Eric P.: What question Boris?
Boris Galitsky: are you an automated agent?
Eric P.: No sir

Boris Galitsky: It is my right as a customer to know if | am served by an automated or hu
right?
Eric P.: Yes it is




Input: seed text (expected content to
be generated around it)

Splitseed textinto sentences

C O n t e I I t For each original sentence
° Formasearch query fromsentence
Run search engine query and collectsnippets
[ ] I
a I go r I t I I l For each snippet

-extract noun phrases : either »3words length or 2 words length extracted entities
-if notenough noun phrasesthen the whole sentence
- optionallv add mental verbsif the desired contentis oninion-based

If at least one incomplete sentenceis detected,

Splitsnippetsintosentencesand insert download original page
markersforincomplete sentences to be strip HTML / extract text
substituted by text from original web page splittextinto sentencesto be matched against

For each candidate sentence of current

Ifit iz not complete, find itz original formaon
the page, together with one or more
consecutive sentences, and substitute

Pre-filter candidate sentences with respectto
length, proper punctuatian, similarity with
snippet

Relevance verification:

- perfarm syntactic match between current snippet sentence and original sentence

- if no good syntactic match then try current snippet sentence and other original sentence
- run string similarity match to confirm syntactic match-based decisions

Measure the “opinionatedness” of candidate sentence: in what degree the candidate sentence expresses an
opinion (includes mental verbs / communicative actions from a fixed vocabulary)

Calculate relevance/opinionatedness scoreand
preliminarily accept/reject candidate sentence

Rejectsentenceif it belongs to a specific classes of advertisement/sales pitch, do not contain verb phrase, and
other style criteria

Re-style and reformat sentence to be included in the resultant text

Combine seed sentencewith the set of mined sentences, and do that for all seed sentences




Input seed text (expactedcontent to
be generated around it)

Splitzead textinto sentences

/ Far each original sentence /

Formasearch guery from sentence

- if not enough noun phrases then the whole sentence

-extractnoun phrases : either > 3words length or 2 words length extracted entities

- potionally add mental verbs if the desired content is ooinion-based

Run search engine gquery and collect snippets

/Fur each snippst /

Splitsnippetsinto sentencesand insert
markers for incomplete sentencesto be
substituted by text from original web page

If at least one incomplete sentenceis detected,
download original page

strip HTMIL [ extract text

splittextinto sentences to be matched against




Relevance venfication

- perform syntactic match between current snippet sentence and original sentence

= If no good syntactic match then try current snippet sentence and other original sentence
= run string similarity match to confirm syntactic match-based decisions

Measure the "opinionatedness™ of candidate sentence: in what degree the candidate sentence expresses an
opinion (includes mental verbs / communicative actions from a fixed vocabulary)

Calculate relevance/opinionatedness score and
preliminarily accept/reject candidate sentence



Calculate relevance/opinionatedness score and
preliminarily accept/reject candidate santence

Reject sentenceif it belongs to a specific classes of advertisement/sales pitch, do not contain verb phrase, and
other style criteria

Re-style and reformat sentence to be included in the resultant text

Combine seed sentencewith the setof mined sentences, and do that for all seed sentences




Content generation algorithm:
building section structure

We search for a essay topic and obtain main

entities associated with it, such as {space, atomic

bomb. time machine}
dIDel einsiein Invented space

albert einstein invenied the atomic bomb
albert einstein iInvenied time machine




Content generation algorithm: building
section structure and filling them

We now search for a essav tobic + section topic:

albert einstein invented space

Albert Einstein invented SPACE!! by LemonGrass21 on dewvi. ..
lemongrass2.deviantart.com/. fAlbert-Einstein... ~ [NepeBeCTH 3Ty CTpaHWLY
28 agr. 2011 r. - HOLY SHIT! Its Sunday! P, like i care. Seriously, Sunday is my
least favorite day of the week and everybody seems to like tn nn nitzide and
Albert Einstein and the Atomic Bomb - \Was It Necessary?

] . .. www.doug-long.comleinstein.htm ~ MNepeBecTi 3Ty CTpaHULY
HowStuffWorks "What did Albert Einstein in abert Einstein and the Atomic Bombings of Japan. ... biographer Ronald Clark has
science. howstuffworks.com/._inventorsiwhat-di... = MNept observed that the atomic bomb would have been invented without Einstein’s ...
Albert Einstein, 3 man whose name is practically synany

outhis theories of relativity led to new ways of looking att \Why did albert einstein help invent the atomic bomb - Wiki A
wiki.answers.com . ...» World War 2 = lNepeBecTW 3Ty CTpaHWLY
The atomic bomb was not invented in the U3 or by Einstein, it was invented in
Londaon, England in 1933 by one of Einstein's friends - Leo Szilard while crossing ...

History of the Atomic Bomb and The Manhattan Project - Inventors
inventars.about.comd. fastatinventions/a/atomi... = MNepegecTi 3Ty CTpAHKWLY
Albert Einstein and other scientists told Roosevelt of Mazi Germany efforts to ...
uranium and putting together a working atomic bomb were created and seen to ...
Atomic Bomb Detonation at ... - Robert Cppenheimer



Building section structure and filling
them

Now we construct the section structure:

Albert Einstein
7 averensnimenen oace nvented Space

Albert Einstein invented SPACE!! by LemonGrass21 on devi. .
lemongrass24. deviantart. com/_/Albert-Einstein.. ~ MNepeBecTH 3Ty CTRAHWLY
28 aer. 2011 1. - HOLY SHIT!! Its Sunday! PR, like i care. Seriously, Sunday is my

ek and everyoody seems to like to go outside and ..

least favorite day of the w

HowStuffWorks "What did Albert Einstein invent?"

science howstuffworks.com/._inventorsfwhat-di... ~ MNMepeeectn a1y cTpanuULy
Albert Einstein, a man whose name is practically synonymous with genius, is one ..
but his theories of relativity led to n ys of looking attime, space, matter, ...

Albert Einstein and the Atomic Bomb - Was It Necessary?
www.doug-long.com/einstein.htm = MepeeecTH 3Ty CTRAHULY

Albert Einstein and the Atomic Japan. ... biographer Ronald Clark has
observed that the atomic bomb wi en invented without Einstein's

Why did albert einstein help invent the atomic bomb - Wiki A. .. ° °
wiki.answers.coms ...» World War 2 ~ MepegecTn 3Ty cTpaHuLy

The atomic bomb was notinvented in the LS or by Einstein, it was invented in

London, England in 1932 e of Einstein's friends - Leo Szilard while crossing ..

History of the Atomic Bomb and The Manhattan Project - Inventors
inventors.about.com/.. fastartinventions/aiatomi... ~ MepeEECTH 3Ty CTPaHULY
Albert Einstein ar scientists d Roosevel Mazi Germany efforts
uranium and putting ther a atomic bomb were created and seento.
Atomic Bomb Detonation at . - Robert Oppenheimer




Content generation flow 1

For sentence “Give me a break, there is no reason why you
can't retire in ten years if you had been a rational investor
and not a crazy trader”

We form the query for search engine API: +rational
+investor +crazy +trader

From search results we remove duplicates, including
“Derivatives: Implications for Investors | The
<b>Rational</b> Walk”.

From the search results we show syntactic
generalization results for the seed and search result:
Syntactic similarity: np [ [IN-in DT-a JJ-* ], [DT-a JJ-* JJ-
crazy ], [JJ-rational NN-* ], [DT-a JJ-crazy ]], score= 0.9

Rejected candidate sentence: Rational opportunities in
a crazy silly world.



Content generation flow 2

* Syntactic generalization 2: np [ [VBN-* DT-a JJ-*
JJ-rational NN-investor ], [DT-a JJ-* JJ-rational
NN-investor ]] vp [ [DT-a ], [VBN-* DT-a JJ-* JJ-
rational NN-investor ]], score= 2.0

* Accepted sentence: | have little pretensions
The latter sentence has significantly stronger

semantic commonality with the seed one,
compared to the former one, so it is expected

to serve as a relevant part of generated
content about “rational investor” from the
seed sentence




NLP: machine learning of parse trees



Similarity = common part among parse
trees
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Why Parse Thickets

* To represent a linguistic structure of a paragraph of
text based on parse trees for each sentence of this
paragraph.

 We will refer to the sequence of parse trees
extended by a number of arcs for inter-sentence

relations between nodes for words as Parse Thicket
(PT).

 APTisagraph which includes parse trees for each
sentence, as well as additional arcs for inter-

sentence relationship between parse tree nodes for
words.



What are we going to do with Parse
Extend the operatic;l;mholﬁléaes Sgeneral
generalization (unification of logic formula)
towards structural representations of paragraph of
texts

Define the operation of generalization of text
paragraphs to assess similarity between portions
of text.

Use of generalization for similarity assessment is
inspired by structured approaches to machine
learning versus unstructured, statistical where
similarity is measured by a distance in feature
space (Moschitti et al)



Now we compare linguistic

phrase search and regular
SOLR search

SOLR is one of the most popular search frameworks
used in industry lucene.apache.org/solr/

Linguistic phrase is not a string phrase query “...”.
There are noun phrases, verb phrases, prepositional
phrases, and others

SOLR search takes into account term frequency,
inverse document frequency, and the number of
words between keywords in the document


http://translate.google.ru/translate?hl=ru&sl=en&u=http://lucene.apache.org/solr/&prev=/search%3Fq%3Dsolr%26newwindow%3D1%26rlz%3D1C1CHFX_enUS508US508

<« C | [ localhost:8983/solr/select/?qg=name:lady+name:gaga+name:sings&fl=name

This XML file does not appear to have any style information associated with it. The document tree is shown below.

FLresIponsels

Keyword
TS, search

<int name="QTime">2</int»
rv<l=2t name="params">
<str name="g">name:lady name:gaga name:sings</str>
<ztr name="fl">name</str>
</lat>
</ 1lst>
y<result name="response" numFound="13" start="0">
v<dock
¥<3tr name="name">
lady gaga does belly donce but katy perri =sings romance
</ Btr>
</ doc>
rv<doc
rv<2tr name="name">
lady gaga doe=s belly dance but katy perri sings romance
</3tr>
< /doc>
v<dock
<str name="name">lady perri sings and katy gaga does dance</str>
</doc>
v<doc
<s2tLr name="name">lady gaga and katy perri sings punk rock and dance</str>
</doc>
rv<doc
<z2tr name="name">rock lady =ing=s and gaga perri does dance</str>
< /docx
r<doc>
¥<2tr name="name">
lady gaga =2ings with passion and katy perri does an exotic dance
</str>
</doc>
rv<doc
¥<3tr name="name">
lady gaga =sings rock but katy perri performs pop and dance
</str>
</doc>

— i ] e



< C | (4 localhost:8983/solr/syntgen/?q=name:lady+name:gaga+name:sings&fl=name&qt=dismax P h ra S e

This XML file does not appear to have any style information associated with it. The document tree is shown below.

— (natural

v<l=zt name="responseHeader">
<int name="status">0</int>

<int name="QTime">36</int>
rv<lst name="params"> a I Ig u a ge
<sStr name="gt">dismax</str>
<2tr name="g">name:lady name:gaga name:sings</str-

<str name="fl1">name</str>
SearcC

</lst>
rv<result name="response" numFound="10" start="0">
v<docx
T<3tr name="name">
lady gaga sings pop and katy perri performs punk rock and dance
</ 3LTr>
</jdocx
v<dock
v<zLr name="name">
lady gaga =sings rock but katy perri performs pop and dance
</3tr>
</docr
w<doc>
T<ILr name="name">
lady gaga =sings with passion and katy perri does an exotic dance
</3Lr>
</ docx
v<doc>
<ztr name="name">lady gaga and katy perri =zings punk rock and dance</str>
</doc>
v<docx
<str name="name">rock lady =sings and gaga perri does dance</str>
</doc>
v<doc>
<2tr name="name">lady perri =sings and katy gaga does dance</str>
< /jdocx
r<doc>
¥<3Lr name="name">
lady gaga does dance, sings pop but katy perri performs funk rock
</ BLr>




Finding similarity between two

paragraphs

"Iran refuses to accept the UN proposal to end the dispute over work on
nuclear weapons",

"UN nuclear watchdog passes a resolution condemning Iran for developing a
second uranium enrichment site in secret”,

"A recent IAEA report presented diagrams that suggested Iran was secretly
working on nuclear weapons”,

"Iran envoy says its nuclear development is for peaceful purpose, and the
material evidence against it has been fabricated by the US"

Text, found on the
web: is it RELEVANT?

"UN passes a resolution condemning the work of Iran on nuclear weapons, in

spite of Iran claims that its nuclear research is for peaceful purpose”,

"Envoy of Iran to IAEA proceeds with the dispute over its nuclear program and
develops an enrichment site in secret"”,

"Iran confirms that the evidence of its nuclear weapons program is fabricated

bv the US and proceeds with the second uranium enrichment site"



Keywords: topic with no details

Iran, UN, proposal, dispute, nuclear,
weapons, passes, resolution, developing,
enrichment, site, secret, condemning,
second, uranium



[

Improvement: pair-wise
generalization

NN-work IN-* IN-on JJ-nuclear NNS-weapons ], [DT-the

NN-dispute IN-over JJ-nuclear NNS-* ], [VBZ-passes DT-a
NN-resolution |,

[VBG-condemning NNP-iran IN-* ],

[VBG-developing DT-* NN-enrichment NN-site IN-in NN-
secret ],

[

DT-* JJ-second NN-uranium NN-enrichment NN-site ]],

'VBZ-is IN-for JJ-peaceful NN-purpose |,
DT-the NN-evidence IN-* PRP-it ], [VBN-* VBN-fabricated

IN-by DT-the NNP-us |




Pair-wise vs. Parse thicket

[INN-Iran VBG-developing DT-* NN-enrichment NN-site IN-in NN-secret ]
NN-generalization-<UN/nuclear watchdog> * VB-pass NN-resolution VBG
condemning NN- Iran]

'NN-generalization-<lran/envoy of Iran> Communicative_action DT-the NN-
dispute IN-over JJ-nuclear NNS-*

[Communicative_action - NN-work IN-of NN-Iran IN-on JJ-nuclear NNS-
weapons]

[INN-generalization <lran/envoy to UN> Communicative_action NN-Iran NN-
nuclear NN-* VBZ-is IN-for JJ-peaceful NN-purpose ],

Communicative_action - NN-generalize <work/develop> IN-of NN-Iran IN-on JJ-
nuclear NNS-weapons]*

[INN-generalization <lran/envoy to UN> Communicative_action NN-evidence
IN-against NN Iran NN-nuclear VBN-fabricated IN-by DT-the NNP-us ]

condemn”proceed [enrichment site] <leads to> suggest*condemn [ work Iran
nuclear weapon |




Parse Thicket

» Syntactic parse trees

 Links between words from different sentences

— Anaphora
— Rhetoric Structure Theory (RST) [Mann]
— Speech Act Theory (communicative actions, CA) [Searle]



1’ Sentence: Iran refuses to accept the UN proposal to end the dispute over work on nuclear weapons
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Applications



Case Study: Agent acting on behalf of a
user posting messages to maintain
friendship



15Hi1::knﬁ%3

On average, people have 200-300 friends or contacts on social network
systems such Facebook and LinkedIn.

To maintain active relationships with this high number of friends, a few
hours per week is required

In reality, people only maintain relationship with 10-20 most close friends,
family and colleagues,

The rest of friends are being communicated with very rarely. These not so
close friends feel that the social network relationship has been abandoned



Elliott Getaway

ﬂ Sunset over Lake Tahoe

—

CASP is about
to post a
message

mrrrmeEr T

g1 20 people like this.

Therd Kim Priceless picture ... God's creation at His best,
9 7 hours age - Like
Christy Harrisow~amazing purple! ()
ﬁ 4 hours ago Like

The hike und trip, about 8.5 miles and took us just o
.. The view fr-:um Flelav Peak In:n:uk.lng sl:uuﬂ'l across Lake Tah-:ue

" The hike was, round tri D, about 5 5 mleg and took us _'|-.JS over §
.. The view from Relay Peak looking south across Lake Tahoe.
. I met Sevski, who had just put in a day of professoring, for 2
couple guick runs before sunset.




Case study: what happened

Friends posted a photo of them dancing tango

CASP commented on the posting, finding
information about “tango at a wedding”

Friends got upset and communicate that the
posting of CASP citing the wedding was
irrelevant and they did not like it.

....Nevertheless they married 5 months later



Case study

ices and things

A 3ill Miller &) feeling a load lifting
Weeping may endure for a night (or a few) but joy comes in the
maorning...

Message received. I laughed SO hard!! Love it!

Thanks to Josh for making
such a nice phone of us

From Mary and Peter

Y Keeshaun Guerrero likes this,

Home Find Friends Boris &=

Humane Society Silicon Valley
Donate Your Vehide

Save Lives
www,hssy,org/donate

i
- .+ '
va B
&) Like - 15,312 people like Humane Sodety
Silicon Valley.

dancing tango last Sunday.

E Maybe it's best if bot
conversations/comments are sent

privately to people

if I find out howe I will

otherwise, I can foresee some Il
weird situations (18]

as long as people remember that I
care about them, I am cool

and maintaining relationships with
peoole vou dont know well is an

Facebook © 2014
Enalish (US) * Privacy - Terms - Cookies * More =

_ Yuﬁcanﬁlan yvour wedding down to the last minute, have SEAL Team 6 as your bridal
party, and hire a wedding planner who promises to keep things moving like a German train
station, and you will still end up with moments when you just do TANGO



Conversational characters

Simulated human characters and agents are increasingly
common components of user interfaces of applications.

They include:

* interactive tutoring environments,

* eldercare systems,

* virtual reality-based systems,

* intelligent assistant systemes,

* physician-patient communication training,
* entertainment applications

(Cassell et al., 2000, De Rosis et al., 2003; Dias and Paiva 2005;
Lisetti 2008).



Limitations of current conversational

characters

Improvement in the intelligent features, expressiveness,
understanding human language, dialog abilities and other
aspects.

Social realism is still far behind

Don’t take into consideration fact that users consistently
respond to computers as if they were social actors (Reeves
and Nass 1996)

Poor understanding of user needs in the areas such as
shopping, finance, conflict resolution, etc.



Tolerance to dealing with auto agents

 Users / Readers would tolerate:

- worse than ideal style,

- discourse and

- quality of content being communicated,
as long as overall the communication is positive and makes sense.
* Messages should at least show social engagement

 Currently available commercial chat bots employed by customer
support portals, or packaged as mobile apps, possess too limited

- NLP
- text understanding

- overall robust intelligent capabilities to support conversations to
support social promotion.



CASP writes an essay on a topic

Search for people, places and things

Target challenges report thathackers stole PINs in
data breach

venturebeat.com

Target maintains that shoppers’ personal identification S u b m it YO u r E SS a y W riti n g req U e St |

numbers (FINs) are safe following the aredit card hadk that

L F|
Like * Comment - Share * about an hour ago via Buffer - 1
m SR conc It takes 20-24 r‘mnutes to write a 40-60 page essay. So don't wait for this form to finish, ju
Your essay shoulTarrvwe.ln your specified email address with a DOCX as attachment. De
smoother read. References td™salces are included: notice how many are used. We com
a similar size. Instead, using this tool tghould take you couple of hours to polish the draff
TechCrunch Here are the docs ordered by other users®
T: Chances are that if you're reading this, you didn't recently buy an iPhone )
in Taiwan. Topic for your hackers stole pin
essay/Tema de su
ensayo:
select English v
language/seleccionar el
idioma:
Number of plot elements 30 %

(use 30 as default for
fourty page doc):

Number of paragraphs in 50
each plot (use 50 for

Apple slapped With $667K Fine For Trying To Influence Taiwanese
iPhone Prices | TechCrunch

techcrunch.com fourty page doc):
Chances are that if you're reading this, you didn't recently buy an iPhone in

Taiwan. As it happens, that may be for the best — according to a Wall Street..

I‘LIHE QW”TE‘;F\.%T = iLI]:l Q-'.l; |n'_,- 1||L'1:||‘-T1UL I‘?



Content Generation part of CASP

The content generation part of CASP can be used at
www.facebook.com/RoughDraftEssay

Given a topic, it first mines the web to auto build a taxonomy of entities which will
be used in the future comment or essay

Then the system searches the web for these entities to find pieces of content to
create respective sections

The resultant document is delivered as DOCX email attachment

CASP can automatically compile texts from hundreds of sources to write an essay
on the topic

If a user wants to share a comprehensive review, opinion on something, provide a
thorough background, then this interactive mode should be used.


http://www.facebook.com/RoughDraftEssay

relevance

Evaluation results
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Evaluation of CASP

We measure the failure score of an individual CASP posting as the
number of failures in relevance and appropriateness. The
postings started with [posted by an agent on behalf of Boris]

After a certain number of failures, friends

e complain

e unfriend

* share negative information about the loss of trust with
others

- and even encourage other friends to unfriend an
friend who is enabled with CASP.



Trust vs Domain &
Complexity

Values are the average numbers of
failed CASP postings, for given
domain and given complexity,
when issues with trust arises

On average, friends complain after
6 failures and want to unfriend
CASP’s host after 10 failures

Topicof
the zeed

Complexity of the seed and

A frend complaintsto the

A fmend unfriends the CASP

friends that the trust in CASP 18

friendsto unfriend a friend with

o| A friend encourages other

=] a i
w| M frend shares with other

&
E o
% E L 1 E
2 O 2 K O
Traveal & 1 sent 6.3 8.3 12.E
outdoor
2 sent 6.0 8.9 0.9 11.4
3 sent 5.9 7.4 10.0 10.8
4 sant 5.2 5.8 a4 10.8
Shopping | 1 sent 7.2 2.4 o4 13.1
2z saent 6.8 8.7 a4 12.4
1 sent 6.0 24 10.2 11.6
4 sant 3.5 7.8 a1 11.9
Evants & 1 sent T3 Q.5 10.3 13.8
apntartain
mant 2 sant 2.1 10.2 10.0 139
3 sant 824 a8 10.8 13.7
4 sant .7 10.0 11.40 138
1sant 16 4.2 6.1 6.0
2 sant 1.5 19 5B 6.2
Job-
ralated 3 sent 3.7 4.0 6.0 6.4
4 sant 1.z 14 3.8 6.2
1 sent 7.1 7.4 24 a0
2z saent 6.9 7.4 a0 s
Parsonal
lifa 3 sant 5.3 7.6 34 93
4 sant 3.9 6.7 7.5 2.0
Averaga 6.03 7.5 287 10.575




Trust vs Relevance

For less information-critical domains like travel
and shopping, tolerance to failed relevance is
relatively high.

Conversely, in the domains taken more
seriously, like job related, and with personal
flavor, like personal life, users are more
sensitive to CASP failures and the loss of trust in
its various forms occur faster

For all domains, tolerance slowly decreases
when the complexity of posting increases.



Conclusions for

Facebook application

* We proposed a problem domain of social promotion
and build a conversational agent CASP to act in this

domain

CASP maintains friendship and professional

relationships by automatically posting messages on

behalf of its human

e |t was demonstratec
information retrieva

NOsSt

that a substantial intelligence in
, reasoning, and natural

language-based relevance assessment is required to
retain trust in CASP agents by human users



Content generation agent can be
trusted

e \We evaluated the scenarios of how trust was
lost in Facebook environment.

* We confirmed that it happens rarely enough
for CASP agent to improve the social visibility
and maintain more friends for a human host

than being without CASP.

Although some friends lost trusty

friendship with

CASP Overall CASP’s impact on
social activity is positive.

ASP, the
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OpenNLP contribution

The Apache OpenNLP library is a machine learning based toolkit
for the processing of natural language text.

It supports the most common NLP tasks, such as tokenization,

sentence segmentation, part-of-speech tagging, named entity
extraction, chunking, parsing, and coreference resolution.

Syntactic generalization component:

https.//svn.apache.orq/repos/ast/incubator/opennlp/sandbox/ope
nnlp-similarity

Also available at Google code
https.//code.qooqgle.com/p/relevance-based-on-parse-trees/
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OpenNLP syntactic generalization
contribution

Search engineer without knowledge of lingquistic / parsing can easily

integrate syntactic generalization into an application when relevance
IS Important:

SentencePairMatchResult matchRes =
sm.assessRelevance (snapshot, searchQuery) ;

List<List<ParseTreeChunk>> match =
matchRes.getMatchResult () ;

score = parseTlTreeChunkListScorer.
getParseTreeChunkListScore (match) ;
1f (score > 1.5) {

// relevant



OpenNLP: how similarity expressions for distinct
cases have too high score for bag-of-words

String phrasel = "How to deduct rental expense from income ";
String phrase2 = "How to deduct repair expense from rental income.";
List<List<ParseTreeChunk>> matchResult =
parser.assessRelevance (phrasel,
phrase?) .getMatchResult () ;

assertEquals (matchResult.toString(),

"[[ [NN-expense IN-from NN-income ], [JJ-
rental NN-* ], [NN-income ]], [ [TO-to VB-deduct JJ-
rental NN-* ], [VB-deduct NN-expense IN-from NN-income
111")
double matchScore =
parseTreeChunklListScorer.getParseTreeChunkListScore (matc
hResult) ;
double bagOfWordsScore =
parserBOW.assessRelevanceAndGetScore (phrasel, phrase?);

assertTrue (matchScore+2 < bagOfWordsScore) ;

System.out.println ("MatchScore 1s adequate ( =
"+tmatchScore + ") and bagOfWordsScore =
"+bagOfWordsScore+" 1s too high");



Value of this research

* We believe this is one of the first systems in
learning a semantic discourse to solve a

content generation relevance problem, based
on a set of parse trees.

* |nstead of using linguistic information of
individual sentences, we can now compute
text similarity at the level of paragraphs.



Project @ Google Code

The relevance assessment code is developed as a
part of OpenNLP project and is available

https://code.google.com/p/relevance-based-on-
parse-trees
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