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Geospatial	Data

• Spatial data is big data

• Apache projects are implementing geospatial functionalities

• Coordination of spatial implementations across Apache projects

• Open standards to increase interoperability and code reuse

• Architectures integrating Big Data Services and Geospatial 
Services



Earth	Observations

• Big	Earth	Data	Initiative	(BEDI)	- Standardizing	and	optimizing	collection,	delivery	
of	U.S.	Government’s	civil	Earth	observation	data.

• Sentinel	satellites	operated	by	ESA	in	the	framework	of	the	Copernicus	
programme funded	and	managed	by	the	European	Commission.
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ABSTRACT
The Copernicus programme of the European Union with its
fleet of Sentinel satellites operated by the European Space
Agency are effectively making Earth Observation (EO) enter-
ing the big data era. Consequently, most application projects
at continental or global scale cannot be addressed with con-
ventional techniques. That is, the EO data revolution brought
in by Copernicus needs to be matched by a processing revolu-
tion. Existing approaches such as those based on the process-
ing of massive archives of Landsat data are reviewed and the
concept of the Joint Research Centre Earth Observation Data
and Processing platform is briefly presented.

Index Terms— Earth Observation, Sentinel, Copernicus,
Infrastructure

1. INTRODUCTION

To date, the United States (U.S.) Government is the largest
provider of environmental and Earth system data in the
world1. A first data revolution happened in 2008 when the
U.S. Geological Survey decided to release for free to the pub-
lic its Landsat archive which is the worlds largest collection
of Earth imagery [11]. Still, the European Commission, with
its ambitious Copernicus programme and associated Sentinel
missions (S1 to S6 satellite series) operated by the European
Space Agency and complemented by a range of contribut-
ing missions, is on the way to become the main provider of
global EO data with a free, full, and open access data policy.
With expected data volumes of 10 TB per day (when all Sen-
tinel series will reach full operational capacity), data velocity
highlighted by the production of global coverage with repeat
time as short as 2 days for Sentinel-3, and data variety result-
ing from sensors in the optical and radar ranges at various
spatial, spectral, and temporal resolutions, the Copernicus
programme is a game changer making EO data effectively
entering the big data era [10]. Figure 1 shows the overall
estimated data throughput for the Sentinel 1–3 missions com-
pared to those delivered by the Landsat 8/MODIS satellites.

1http://dels.nas.edu/resources/static-assets/besr/
miscellaneous/Stryker.pdf

Fig. 1. Yearly data flow estimates from Sentinel 1–3 (as-
suming full operational capacity) compared to MODIS and
Landsat 8 data flows.

Whilst the European Union (EU) is making EO entering
the big data era in terms of data production, innovative de-
velopments need to be pursued to fully exploit the potential
of the generated data whether for academic, institutional, or
commercial applications. This also applies to the Joint Re-
search Centre where the current fragmented approach of EO
data storage and processing is no longer sustainable.

2. THE SENTINELS AND THE BIG EO DATA ERA

The evolution of the cumulative data produced by the Land-
sat missions and Sentinel 1-2-3 with estimations until sum-
mer 2018 is shown in Fig. 2. The underlying calculations are
based on the following assumptions and considerations:

1. The data volume of Landsat 1-6 missions is ⇠120 TB2;

2. The data volume of Landsat 7 and 8 is estimated from
the relating metadata files provided by USGS3;

3. MODIS Terra and Aqua generate 70GB/day each [7];

2http://academic.emporia.edu/aberjame/remote/
landsat/landsat.htm

3http://landsat.usgs.gov/metadatalist.php
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Commercial	Cloud	Hosting

• DigitalGlobe
– Entire	DG	archive	in	cloud	in	2016	- 45	PB	- largest	EO	archive
– Harris/ENVI	processing

• Google	Earth	Engine
– 5	PB	storage	(Landsat	and	others) - 800+	Library	Functions
– Limiting	factor	is	the	ability	to	pull	data	from	another	cloud	to	support	
local	processing.

• Hexagon	Geospatial	
– Cloud	hosted	dynamic	information	service
– AirBus archive	in	Amazon	cloud	with	Hexagon	services



Geo-Enrichment

Allows	a	wide	variety	of	datasets	to	be	appended	to	a	data	record

oWhat	are	the	property	attributes	of	this	insured	property?
oWhat	demographic	group	does	this	customer	belong	to?	
oWhat	businesses	are	connected	with	this	area	of	poor	network	
coverage?



Geo-Analytics

Reduce	the	complexity	of	billions	of	
transactional	records	by	assigning	data	to	
geographic	bins	and	aggregating	results.	

o Is	the	average	4G	network	coverage	in	
this	area	better	than	a	competitor?

o Is	this	data	point	inside	or	outside	of	a	
geo-fence?



Network	Coverage	and	Performance

Connected	cars	will	send	25	gigabytes	of	data	to	the	cloud	every	hour	
image	by:	http://barrachd.co.uk



Network	Coverage	and	Performance

• Single	view	on	network:
• Improve	quality	of	service
• Increase	net	promoter	scores

• Enable	acquisition	
• Reduce	churn

Pitney	Bowes	|	Increasing	the	value	of	data	through	location	insights		|		09/2016



Layered	Information

9

Demographics



Layered	Information
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Demographics

Each	layer	of	location	data	adds	new	details	and	additional	insight

Demographics

Points	of	Interest

Business	Data

Building	Attributes

Area	Boundaries

Street	Networks



All	Domains:	Profit	from	a	precise	perspective

11

• Single	view	of	risk
• Usage	based	insurance
• Fraud	detection

Insurance
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Population	Distribution	and	Dynamics	Modeling







Addis	Ababa,	Ethiopia

• 2 Xeon Quad core 2.4GHz CPUs + 4 
Tesla GPUs + 48GB 

• Image analyzed (0.3m)
• 40,000x40,000 pixels (800 sq. km)
• RGB bands

• Overall accuracy 93%
• Settlement class 89%
• Non-settlement class 94%

• Total processing time
• 27 seconds



Fire	Station

MLD	Address	
Fabric

Water	Bodies

Incorporated	Places

MCDPoint	in	Polygon
Point	in	
Polygon

Fire	Station
With	MCD	information

Point	in	
Polygon

Fire	Protection	Data		
Bundle

Complex	
spatial	
processing

Routing	&	
other	complex	
spatial	
processing

MLD	Address	Fabric
With	MCD,	Incorporated

Places,	Nearest	3	Fire	Station,	Nearest	
Water	body	information

MCD

MLD	Address	Fabric
With	MCD	
information

MLD	Address	Fabric
With	MCD	&	Incorporated
Places	information

172	Million	Addresses	to	Closest	3	Fire	Stations	&	Nearest	Water	
Boundary- 6	hours	Using	10	Node	Elastic	Map	Reduce

Complex	Work	Flows



Ecology	Mapping

• 1 km	sq grid	of	US	each	with	nine	
variables,	e.g.,	days	below	freezing,	
amount	of	precipitation	in	growing	
season

• Unsupervised	statistical	
multivariate	clustering		

• Domains:	tundra,	prairie,	alpine,	
and	southeastern	forest

A Groundbreaking Observatory to Monitor the Environment -- Pennisi 328 (5977): 418 -- Science

http://www.sciencemag.org/cgi/content/full/328/5977/418[5/10/2010 11:09:49 AM]

The united domains of America.
Scientists divided the United States
into 20 ecological domains. Three sites
within each domain will be
instrumented.

SOURCE: NEON

Sign In

More Information

More in Collections
Ecology

Scientific Community

Science and Policy

Related Jobs from
ScienceCareers

Ecology

Environmental Science

to practice "ecoinformatics": the use of computers and software tools to integrate different types of information from
many locations. They will need to think about trends across a whole country instead of a single ecosystem. The
success of NEON will depend in large part on whether they embrace or reject that new model.

Not everyone is pleased with how the project is set up. Some, like ecologist David Tilman of the University of
Minnesota, Twin Cities, lament the excision of an experiment to test the effects of global change. They say such an
experiment, deemed too expensive, is essential to obtaining timely answers about climate change. Others complain
that NEON won't be investing enough in the field sites that will host its instruments. There's also some concern that
ecologists, untrained in the approach NEON is taking, won't use NEON's data. "Everybody still has some questions
because it's a new thing," says John Porter, an ecologist at the University of Virginia in Charlottesville who is not
part of NEON.

LTER on steroids

Monitoring a patch of land over time isn't a new idea for NSF. In 1980, it set up five U.S. sites, including one at
Niwot Ridge, under the Long Term Ecological Research (LTER) Network that has grown to 26 sites, including two
in Antarctica and one off the Fiji Islands in the South Pacific. The $30-million-a-year program is widely considered
a success, with findings on the effect of global warming on plant diversity, how forests could be overloaded by
anthropogenic nitrogen, and the greater stability of diverse ecosystems.

But by the late 1990s, says Williams, "we realized there were limits to the LTER model." Each LTER was designed
to answer questions posed by an individual investigator or a small team. Core activities, such as measuring primary
productivity, were not a high priority, Williams acknowledges. "It was hard to integrate data [from different sites] and
to do synthesis," he adds, because investigators followed different timetables and used different instruments.

At about the same time, Williams says, the community began to ask itself, "How do we grow ecology, and how do
we tap additional resources?" For NSF program managers, the goal was to fund construction of a large-scale
biology project without devouring their annual budgets, which nurture thousands of individual investigators
(Science, 20 June 2003, p. 1869). Their models were the astronomy and geosciences communities, which have
managed for decades to build costly instruments such as telescopes and ships without bankrupting their bread-
and-butter programs. NSF already had a mechanism: Its budget included a special facilities account to finance
construction of half a dozen projects at a time, with the understanding that NSF's research directorates would pay
for operations and maintenance of those facilities from their annual budgets.

A series of workshops yielded a vision of NEON hailed by then-newly arrived NSF Director Rita Colwell, who
inserted the project into NSF's 2001 budget request to Congress. But the larger ecological community had
reservations. Congress also balked, wondering what particular scientific question NEON would be addressing.

In response to that resistance, NSF asked the American Institute of Biological Sciences to hold three town meetings
in 2002 and 2003. The resulting white paper called for a network of 17 sites in different biomes that, in turn, would
be linked to other research sites nearby. Each site was projected to cost $20 million to set up and $3 million a year
to operate.

Again, however, the community was divided. Although some people were excited, others wondered if ecologists,
known for being independent, would take full advantage of NEON. To many, the program looked like "LTER on
steroids," says Williams. "It was not a good-enough plan."

Next up was an evaluation by the U.S. National Academies. The
resulting National Research Council (NRC) report endorsed NEON in
principle but urged that the program be reoriented around six specific
research questions, including biodiversity and land use. Each
question would be the focus of one observatory (Science, 26
September 2003, p. 1828). "It forced us to look at large-scale
ecological processes and large-scale drivers of change," says NSF's
Elizabeth Blood. Nonetheless, Congress chose not to give NSF
money in 2004 to begin construction, the third time in 4 years it had
passed on funding NEON.

A plan takes shape

For NSF, the flaw in the NRC proposal was that the observatories
were too independent to be considered a single entity. That feature
would preclude NEON from being funded by the agency's major
research equipment account. For NEON's supporters, the solution

Faculty Positions -
Skeletal Muscle Biolog…
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Iowa City-IA-United States

FACULTY POSITION IN
MICROBIOLOGY
East Tennessee State
University
-United States

CHAIR
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-United States
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FELLOWSHIP
POSITIONS
University of Maryland
School of Medicine
-United States
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Science	23	April	2010:
Vol.	328.	no.	5977,	pp.	418	- 420	DOI:	

10.1126/science.328.5977.418

NSF	NEON	Ecological	Domains



Transportation
• To	reduce	traffic	congestion,	trip	demand	data	collected	using	transportation	surveys
• GPS	based	data	collection	of	trip	information	is	applicable,	with	the	broad	availability	

of	location	enabled	mobile	devices
• The	GPS	tracks	are	encoded	by	Moving	Features	to	enable	sharing	by	many	

stakeholders	such	as	local	governments,	bus	companies,	and	so	on.

Transportation	survey

1234
3456

2345
4567

1234
3456

12hr	total
24hr	total

123
234

3456
4567

3456
7890

Traffic	DemandsTraffic	Congestions	Smart	phones

People	in	the	city	

Tracks	measured	by	GPS
(encoded	by	Moving	Features)



Contexts &
Possibilities 

PRESENT

Behaviors &
Actuals

PAST

Predictions &
Potentials

FUTURE

Location	Based	Marketing	



City	Models	for	Smart	Cities

• Berlin
• >500,000 buildings upto

Level of Detail 4
• Modeled according to 

CityGML
• Basis for real estate
• Integration of sensors

• New York
• 1M buildings plus roads at   

LoD 1
• NYC Open data 
• Next - Underground critical 

infrastructure 
www.virtual-berlin.de



Geospatial	Standards

• Location
• Geometry
• Features
• Coverages
• Sensors	and	Observations
• Processing,	Analytics
• Web	Services



Power	of	Location

• 1st	law	of	geography:		"Everything	is	related	
to	everything	else,	but	near	things	are	more	
related	than	distant	things.”	

– Waldo	Tobler

• By	measuring	entropy	of	individual’s	
trajectory,	we	find 93%	potential	
predictability	in	user	mobility

– Limits	of	Predictability	in	Human	Mobility,	
Science	2010



Some	Peculiarities	about	Spatial



Some	Peculiarities	about	Spatial



Latitude	is	not	unique	!

nor	is	Longitude!



Coordinate	Reference	Systems

• Coordinate
– one	of	a	sequence	of	N	numbers	designating	

the	position	of	a	point	in	N-dimensional	space
• Coordinate	Systems

– Cartesian	2D	and	3D
– Spherical	(3D),	Polar	(2D)
– Cylindrical
– Linear	- along	a	path
– Ellipsoidal

• Coordinate	Reference	System
– coordinate	system	related	to	

real	world	by	a	datum
• Examples

– Geographic
– Geocentric
– Vertical	
– Engineering	
– Image	
– Temporal
– Derived	CRS,	e.g.,	projections

Reference	ISO	19111	and	OGC	Abstract	Spec	Topic	2



Mercator	
projection

Globular	
projection

Orthographic	
projection

Stereographic	
projection

A	familiarly	shaped	‘continent’ in	different	map	projections



Map	Projections

Mercator Transverse	Mercator



What	errors	can	you	expect?

Deviations	(undulations)	between	the	Geoid	and	the	WGS84	ellipsoid



Sea	Level

Local	vertical	datum



Sea	Level

The	Netherlands	to	Belgium:	-2.34m!



No	Metadata	– No	Interpretation

• No	geodetic	metadata	à coordinates	cannot	be	interpreted
– datum
– ellipsoid
– prime	meridian
– map	projection



Hiding	Geospatial	Complexity	

Martin	Desruisseaux,	Geomatys,	presentation	today	about	Apache	
SIS	Project
• It	is	tempting	to	ignore	the	complexity	of	geospatial	
international	standards	on	the	assumption	that	everyone	today	
uses	coordinates	given	by	GPS.	

• Apache	SIS	methods	handle	a	lot	of	this	complexity
• Martin	will	show	example	of	what	happen	under	the	hood	
during	a	cube	transformation,	for	demonstrating	what	the	
developers	gain	with	SIS.	



Geospatial	Information

Feature Data Coverage Data

Metadata Maps



Simple	Geometries	for	Simple	Feature

OGC simple features (ISO 1923) geometries are restricted to 0, 1 and 2-
dimensional geometric objects that exist in 2-dimensional coordinate space (R2).



A/B A B A B A B

A B A B ABA

Equals Touches Overlaps Contains

Within Disjoint Intersects Crosses

Topological	Relations	between	Spatial	Objects



Topological	Relations	between	Spatial	Objects



– ogcf:relate(geom1: ogc:WKTLiteral, geom2: ogc:WKTLiteral,
patternMatrix: xsd:string): xsd:boolean

– ogcf:sfEquals(geom1: ogc:WKTLiteral,
geom2: ogcf:WKTLiteral): xsd:boolean

– ogcf:sfDisjoint(geom1: ogc:WKTLiteral,
geom2: ogcf:WKTLiteral): xsd:boolean

– ogcf:sfIntersects(geom1: ogc:WKTLiteral,
geom2: ogcf:WKTLiteral): xsd:boolean

– ogcf:sfTouches(geom1: ogc:WKTLiteral,
geom2: ogcf:WKTLiteral): xsd:boolean

– ogcf:sfCrosses(geom1: ogc:WKTLiteral,
geom2: ogcf:WKTLiteral): xsd:boolean

– ogcf:sfWithin(geom1: ogc:WKTLiteral,
geom2: ogcf:WKTLiteral): xsd:boolean

– ogcf:sfContains(geom1: ogc:WKTLiteral,
geom2: ogcf:WKTLiteral): xsd:boolean

– ogcf:sfOverlaps(geom1: ogc:WKTLiteral,
geom2: ogcf:WKTLiteral): xsd:boolean

GeoSPARQL for Topological Query Functions



Geographic	Features

Encodings

Access

Implementation	
Specifications

Concepts Vocabulary

Structure
Abstract	Models

<MultiGeometry	gid="c731"	
srsName="http://www.opengis.net/gml/srs/epsg.xml#4326">	
<geometryMember>	
<Point	
gid="P6776">	 <Coord><x>50.0</x><y>50.0</y></Coord>	 </Poin
t>	</geometryMember>	
<geometryMember>	 <LineString	
gid="L21216">	 <Coord><x>0.0</x><y>0.0</y></Coord>	 <Coord
><x>0.0</x><y>50.0</y></Coord>	 <Coord><x>100.0</x><y>50.0
</y></Coord>	 </LineString>	 </geometryMember>	 <geometry
Member>	</MultiGeometry>	



OGC	Geography	Markup Language

Two	Different	Usage	Patterns
• Thematic	communities	describe	

spatial	datasets: Cadastre,	
Topography,	Geology,	Hydrography,	
Meteorology,	Aviation,	City	Models,	
etc.

• Embed	location	in	other	XML	
grammars: GeoRSS,	GeoSPARQL
(OGC),	Geopriv (IETF),	POI	(W3C),	
Sensor	Web	(OGC),	etc.

GML: 
Geometry, Time, Features,

Reference Systems
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CityGML – Geometry	and	Semantics

– Geometric entities knowWHAT they are
– Semantic entities knowWHERE they are and what their spatial extents
are

CityGML: (Up to) Complex objects with structured geometry
Semantics Geometry



CityGML and IndoorGML

1st layer: Topographic space model
– building structure
– geometric-topological model
– network for route planning

2nd layer: Sensor space model
– Radio/Beacon footprints
– coverage of sensor areas
– transition between sensor areas



OGC Moving Features

• "Moving features" - vehicles, pedestrians, airplanes, ships.
– This is Big Data – high volume, high velocity.

• CSV and XML encodings



Spatial Temporal Geometry 

time

Spatial	
plane

1	prism	=	1	leaf	+	1	sweep
(&attribute)

End	leaf	of	tracks

id=1

Id=2

11:11:20.835 11:11:26.215 11:11:28.021 11:11:30.127

(C)

(B)
(D)

(A)

OGC	Moving	Features	Standard	implements	ISO	19141	



Social Media in Geospatial Analysis

Social 
Media
APIs
Silos

GeoSPARQL Linked Data 
REST API

Web 
Access
Layer

Human-
oriented
Clients

. . .

OGC Interfaces for Social Media
Social Media 
Analysis WPS



Geospatial Coverages

• Pixel	grid	(e.g.,	visible	brightness)



Geospatial Coverages

• Pixel	grid	(land	use	/	land	cover)



Geospatial Coverages

• Point	grid	(e.g.,	wind	speed	&	direction)



Geospatial Coverages

• Triangulated	irregular	network	(TIN)



OGC	Point	Clouds

• WG	established	in	2015
• Focus	on	all	types	of	
point	clouds:
LiDAR/laser,	
bathymetric,	
meteorologic,	
photogrammetric…



Web	Coverage	Processing	Service	
• Query Language for nD sensor, image, simulation, statistics data 

– Syntax close to XQuery (WCPS 2.0: integration)
• Ex: "From MODIS scenes M1, M2, and M3, the difference between red and nir, as TIFF 

where nir exceeds 127 somewhere”
for $c in ( M1, M2, M3 )
where some( $c.nir > 127 )
return encode( $c.red - $c.nir, “image/tiff“ )

(tiff1,
tiff2)



Geospatial	Analytics

• Analytic	exploitation	of	the	space-time	features	will	usher	in	
advances	in	high-quality	prediction	systems.	
– Space	time	features:	the	highest	order	bits	- Jonas,	Tucker

• Using	algorithmic	extraction	and	big	data	graphs	to	create	and	
relate	entities	on	the	Web,	organising them	through	a	semantic	
taxonomy	and	enabling	natural	access
– The	future	is	‘Where’"	- S.	Lawler,	Bing	



Spatial	Partitioning	Techniques



Spatial	index	stored	per	file	on	HDFS

Z	order	(2D	and	3D),
Hilbert	(N-Dimensional)

Z	order	(2D	and	3D)
Binned	per	week	for	spatiotemporal

N-Dimensional	Hilbert	with
arbitrary	binning	and	tiered	indexing

Spatial	Indexing

GEOJINNI
(formerly SPATIALHADOOP)



Discrete	Global	Grid	Systems

• “…a	spatial	reference	system	that	uses	a	hierarchical	
tessellation	of	cells to	partition	and	address	the	globe.	DGGS	
are	characterized	by	the	properties	of	their	cell	structure,	geo-
encoding,	quantization	strategy	and	associated	mathematical	
functions.”

– OGC	DGGS	Candidate	Standard



Standardizing	Discrete	Global	Grid	Systems
Different Cell Shapes

Square = Familiar Triangular = Fast Hexagonal = Fineness of Fit

00 01 02 03 10 11 12 13 20 21 22 23 30 31 32 33

nD Spatial Analyses 
¯

1D Array Processes

Unique Cell Indices
• Hierarchy-based, Space-filling Curve, Axes-based or Encoded Address



Space	Filling	Curves
A few different choices…



Sensors Everywhere
(Things or Devices)

50 billions Internet-connected things by 2020



OGC	Sensor	Web	Enablement

• Quickly discover	sensors	and	sensor	data (secure	or	public)	that	
can	meet	my	needs	– location,	observables,	quality,	ability	to	
task

• Obtain	sensor	information in	a	standard	encoding	that	is	
understandable	by	me	and	my	software

• Readily	access	sensor	observations in	a	common	manner,	and	in	
a	form	specific	to	my	needs

• Task	sensors,	when	possible,	to	meet	my	specific	needs
• Subscribe	to	and	receive	alerts when	a	sensor	measures	a	
particular	phenomenon



OGC	SensorThings for	IoT

• Builds on OGC Sensor Web Enablement (SWE) standards 
that are operational around the world

• Builds on Web protocols; easy-to-use RESTful style 
• OGC candidate standard for open access to IoT devices

http://ogc-iot.github.io/ogc-iot-api/datamodel.html



OGC	Essentials

• Simple	Features	for	SQL:		Fundamental	geometries	and	
operations	which	underlie	all	OGC	standards.	

• Well	Known	Text:	Text	encoding	of	Simple	Features	geometries
• Well	Known	Binary:	binary	encoding	of	Well	Known	Text.
• CQL/Filter:	 Common	Query	Language	 and	Filter	language
• GeoPackage:	SQLlite for	geospatial	
• WMTS	Simple	Tile	Matrix



OGC	Big	Geo	Data	White	Paper

Big	Geo	Data	
Applications

Use	Cases	
for	Big	Geo	Data

Open	
Standards

Open	Source
Projects

Use	Cases	
Reuse	across	
Applications

Code	reuse	based	
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High	Velocity	Ingest	- Use	Cases

• Open	Source	Projects
– Apache	Kafka,	Apache	NiFi,	Apache	Jena,
– SensorHub,	SensorUp

• Open	Standards
– IoT:	MQTT,	COAP,	IPSO,
– OGC	Sensor	Web	Enablement	(SWE),	SensorThings
– RDF,	OWL,	GeoSPARQL,	
– Web	Processing	Service	(WPS)
– Wide	Area	Motion	Imagery	(WAMI)
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GeoAnalytics,	Machine	Learning	Use	Cases

• Open	Source	Projects
– Apache:	Accumulo,	Storm,	Lucene,	Hadoop,	SIS,	
Magellan,	Marmotta,	Mahout,	Spark

– LocationTech:	GeoWave,	GeoTrellis,	GeoMesa,	
GeoJinni,	JTS	Topology	Suite

– OSGeo:	GDAL/OGR,	OSSIM,	pycsw
– Others:	MrGeo,	MonetDB

• Open	Standards
– OGC	Simple	Features,	DGGS
– GeoTIFF,	NetCDF,	HDF	encodings	
– Web	Processing	Service	(WPS)
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Geospatial	Databases	Use	Cases

• Open	Source	Projects
– Apache:	Accumulo,	Lucene/Solr,	Cassandra,	SIS,	

Marmotta
– OSGeo:	degree,	GeoServer,	OpenLayers,	QGIS
– EarthServer,	THREDDS,	Raster	Storage	Archive
– MonetDB

• Open	Standards
– Web	Feature	Service	(WFS)
– Web	Coverage	Service	(WCS)
– Web	Map	Service	(WMS)
– Geography	Markup	Language	(GML)
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Spatial	Modeling	Use	Case

• Open	Source	Projects
– Apache	SIS
– CityDB
– Cesium

• Open	Standards
– CityGML
– OpenMI
– OGC	CDB
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Open	Source	and	Open	Standards

• Importance	of	coordination
– “Having	just	one	implementation	of	something	is	risky”	- Tom	Hardie,	IETF
– Need	to	define	stable	interfaces	with	stable	standard	reference
– Protocols,	Interfaces	and	encodings	documented	in	open	standards

• Open	Standards	use	of	Open	Source
– Reference	Implementations	of	Open	Standards
– Code	snippets	in	Open	Standards.
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The	Open	Geospatial	Consortium

Not-for-profit, international voluntary consensus standards 
organization; leading development of geospatial standards
• Founded in 1994
• 515+ member organizations
• 48 standards
• Thousands of implementations 
• Broad user community 

implementation worldwide
• Alliances and collaborative activities 

with ISO and many other SDO’s
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Apache	BD	USA	May	2016	- Geospatial	Track

• Open Geospatial Standards and Open Source 
– George Percivall, Open Geospatial Consortium (OGC)

• Magellan: Spark as a Geospatial Analytics Engine 
– Ram Sriharsha

• Applying Geospatial Analytics Using Apache Spark Running on Apache Mesos
– Adam Mollenkopf, Esri

• SciSpark: MapReduce in Atmospheric Sciences 
– Kim Whitehall, NASA Jet Propulsion Laboratory

• Geospatially Enable Your Hadoop, Accumulo, and Spark Applications with 
LocationTech Projects 

– Robert Emanuele, Azavea

© 2016 Open Geospatial Consortium



Apache	BD	USA	May	2016	- Geospatial	Track	II

• Hiding Some of Geospatial Complexity
– Martin Desruisseaux, Geomatys

• Geospatial Querying in Apache Marmotta
– Sergio Fernandez, Redlink GmbH

• Spatial Data Based People/Vehicles Trails Analysis to Support 
Precision Urban Planning 
– Yonghua (Henry) Zeng, IBM

• Crowd Learning for Indoor Positioning 
– Thomas Burgess, indoo.rs GmbH

© 2016 Open Geospatial Consortium
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ESA	EO	(Exploitation)	Platform



Big	Data	Integration	Architectures



The	Open	Geospatial	Consortium

Open	Geospatial	Consortium
www.opengeospatial.org

OGC	Standards	- freely	available
www.opengeospatial.org/standards

OGC	on	YouTube
http://www.youtube.com/user/ogcvideo

Dr.	Ingo	Simonis
isimonis@opengeospatial.org


